
SA421 – Simulation Modeling Fall 2017
Assoc. Prof. Nelson Uhan

Assignment 4 – Feedback

0 How I graded your assignments

● Similar process to Assignments 1 and 3.
● See last page for rubric.
● Remember that my comments (in particular, mymarks directly on your report) are not comprehensive. Consider
carefully how they may apply to other parts of your writing.

1 Comments to the class

1.1 On writing

● Spell out the �tted distributions you are evaluating, before you evaluate them. Don’t forget to include the relevant
parameters. For example:

Using maximum likelihood estimation, the interarrival times best fit an exponential distribution
with rate 2.5, and a gamma distribution with shape 4 and rate 3.

● Use “we” instead of “I,” even if you’re the sole author. (It might feel strange at �rst, but this is common in scienti�c
writing.) Avoid passive voice if possible.

○ For example, do this:

We now discuss our analysis of the cashier service times. First, we visually inspected the
data by looking at its histogram, shown below.

○ Avoid this:

I now consider the cashier service times. First, the data was visually inspected by looking at
its histogram, shown below.

● With input data analysis, the distribution you ultimately choose to model your data is your choice. Sometimes,
even with the same body of evidence, di�erent people can come to di�erent conclusions.

○ So, for example, do this:

Based on the above evidence, we chose to model the interarrival times with the gamma
distribution with shape 4 and rate 3.

○ Avoid this:

Based on the above evidence, the best distribution for the interarrival times is the gamma
distribution with shape 4 and rate 3.

● �e data on baristas and cashiers given in this assignment are service times, not wait times or interarrival times.

● When describing the data, be speci�c: e.g. “barista service time data” instead of “barista data.”
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1.2 On the analysis

● Remember that the domain of normal distribution is (−∞,+∞), and so is not suitable for data that can only
take on positive values.

● �e Kolmogorov-Smirnov (K-S) statistic is not a p-value. As we discussed in Lesson 6, it is the maximum
distance between the empirical CDF of the data and the theoretical CDF of the �tted distribution.

● �e K-S test computes a p-value based on this K-S statistic. gofstat does not report this p-value, instead, it
only reports “reject” or “do not reject” at the 0.05 signi�cance level.

● Some of you tried �tting the data to a lognormal distribution. �ere’s nothing wrong with that. However, for
this course, limit yourself to the distributions covered in Lesson 6: uniform, normal, exponential, and gamma.
(�is isn’t a bad rule of thumb in general for the types of data associated with queueing systems.)
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